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# الشريحة 3: المقدمة وبيان المشكلة (Introduction & The Problem)

السياق:

يعتمد الطلاب والموظفون الإداريون في كلية الهندسة المعلوماتية حالياً على وثائق متفرقة (PDFs, Word) 1 ولوائح معقدة وأنظمة متعددة لإدارة المسار الأكاديمي. هذه العملية "تفاعلية" (Reactive)، غير فعالة، وعرضة للأخطاء البشرية.

**بيان المشكلة (The Problem):**

1. **تشتت المعرفة (Knowledge Silos):** اللوائح 1، الخطط الدراسية (القديمة والحديثة) 1، وتوصيف المقررات 1، كلها موجودة في ملفات منفصلة.
2. **الإرشاد السطحي (Superficial Guidance):** يواجه الطالب صعوبة في فهم "العلاقات" الخفية بين المواد والمهارات ومتطلبات سوق العمل.1
3. **التدخل المتأخر (Late Intervention):** يتم اكتشاف الطالب المتعثر (At-Risk) *بعد* صدور الإنذار الأكاديمي، عندما يكون التدخل صعباً.1
4. **العبء الإداري (Administrative Load):** يقضي المشرفون وقتاً طويلاً في الإجابة على أسئلة متكررة (FAQ) بدلاً من التركيز على الإرشاد الاستراتيجي.1

# الشريحة 4: الهدف الاستراتيجي (The Strategic Objective)

الهدف ليس بناء "برنامج دردشة" (Chatbot).

الهدف هو بناء "نظام إدراك أكاديمي" (Academic Cognitive System).1

**التحول من الإرشاد التفاعلي (Reactive) إلى الإرشاد الاستباقي والتنبؤي (Proactive & Predictive):**

* **الدقة (Accurate):** تقديم إجابات دقيقة 100% ومستندة إلى اللوائح الرسمية (Grounded Answers).1
* **التخصيص (Personalized):** تقديم إجابات تأخذ بعين الاعتبار خطة الطالب *الفعلية* ومعدله وتاريخه الأكاديمي.1
* **الاستباقية (Proactive):** توقع المشاكل قبل وقوعها (مثل التعثر أو تأخر التخرج) وتنبيه الطالب أو المشرف.1
* **الربط (Connected):** كشف "شجرة المهارات" (Skill Tree) و "المسارات المهنية" (Career Paths) المضمنة داخل الخطة الدراسية.1

# الشريحة 5: الأطروحة: محدودية RAG والحاجة إلى الوكيل الذكي

**الفرضية الأولى: RAG التقليدي غير كافٍ.**

الاسترجاع المعزز بالتوليد (RAG) التقليدي ممتاز للإجابة على الأسئلة من المستندات.1 ولكنه يفشل عندما يتطلب السؤال "منطقاً" أو "أدوات" متعددة.

(هنا تعرض صورة الدردشة التي أرسلتها 1 كدليل على بحثك)

دراسة حالة: "خلط الزيت بالماء" 1

عند اختبار RAG البسيط، لاحظنا "تضارباً معرفياً":

* **عند سؤاله عن "خطة ai":** يقوم RAG باسترجاع وثائق غير مفهومة (رموز) ويقدم إجابة خاطئة.1
* **عند سؤاله عن "مواد ai":** ينجح RAG ويسترجع بيانات صحيحة من المستندات (المصدر: RAG (ChromaDB)).1
* **عند سؤاله عن "تخصص التحكم":** يفشل RAG في العثور على أي شيء، فيقوم النموذج اللغوي بـ"الهلوسة" (المصدر: LLM (No RAG)).1

**الاستنتاج:** المرشد الأكاديمي ليس "أداة واحدة"، بل هو "صندوق أدوات". لا يمكننا استخدام "أداة RAG" للإجابة على سؤال يتعلق بـ "حساب المعدل".

# الشريحة 6: المنهجية المقترحة: معمارية الوكيل الذكي (Agentic RAG)

بما أن RAG التقليدي يفشل، فإن الحل هو **Agentic RAG**.2

ما هو الوكيل (Agent)؟

إنه "المدير" أو "العقل المدبر" (Orchestrator) الذي يمتلك "صندوق أدوات" (Toolbox). بدلاً من الإجابة مباشرة، يقوم الوكيل بالخطوات التالية 1:

1. **الفهم والتفكيك (Understand & Deconstruct):** يحلل سؤال الطالب المركب.
2. **اختيار الأداة (Tool Selection):** يقرر أي "أداة" من صندوق أدواته هي الأنسب للإجابة.1
3. **التنفيذ (Execution):** يستدعي الأداة (أو عدة أدوات بالتسلسل).
4. **التجميع والصياغة (Aggregation & Formulation):** يجمع النتائج من الأدوات ويستخدم النموذج اللغوي لصياغة إجابة واحدة شاملة.

(هنا تظهر صورة واجهة FastAPI التي أرسلتها)

لقد قمنا بالفعل ببناء واختبار "صندوق الأدوات" هذا بالكامل في الواجهة الخلفية (Backend).

# الشريحة 7: المعمارية كضرورة (Architectural Necessity)

مشروع بهذا التعقيد (وكيل، أدوات متعددة، قواعد بيانات مختلفة) لا يمكن بناؤه كملف واحد. الفشل في المعمارية هو فشل للمشروع.1

القرار الأول: المعمارية المنفصلة (Decoupled Architecture) 1

نفصل الواجهة (Streamlit) عن العقل المدبر (FastAPI).

* **لماذا؟** عمليات RAG واستدعاء النموذج اللغوي بطيئة. إذا كانت في نفس كود الواجهة، فإن الواجهة "ستتجمد" (Freeze) مع كل سؤال.1
* **الحل:** Streamlit 4 يعمل كـ "واجهة طرفية بسيطة" (Dumb Terminal) ترسل طلب HTTP، بينما يقوم FastAPI 6 بالعمل الثقيل في الخلفية بشكل غير متزامن.1

القرار الثاني: الخدمات المصغرة المُحَوّاة (Containerized Microservices) 1

* **لماذا؟** المشروع يعاني من "جحيم التبعيات" (Dependency Hell). Ollama يحتاج تعريفات GPU CUDA 12، و Scikit-learn يحتاج إصدارات numpy معينة، و spaCy يحتاج مكتبات نظام مختلفة.1
* **الحل:** Docker.14 نقوم بتغليف كل خدمة (مع كل تبعياتها من النظام والمكتبات) في حاوية معزولة ومستقلة.1

# الشريحة 8: مخطط المعمارية (System Architecture Diagram)

**[مخطط المعمارية هنا]**

(هذا هو المخطط الذي تضعه في الشريحة، وهو يمثل ما قمنا ببنائه):

1

* **صندوق (اليسار):** المستخدم (المتصفح)
* **سهم إلى:** الخدمة 1: الواجهة (Frontend)
  + الأداة: Streamlit 4
  + المنفذ: 8501
* **سهم إلى:** الخدمة 2: العقل المدبر (Backend / Agent)
  + الأداة: FastAPI 6
  + المنفذ: 8000
* **"العقل المدبر" (FastAPI) يتصل بأربع خدمات دعم:**
  + **سهم إلى (الخدمة 3): النموذج اللغوي (LLM)**
    - الأداة: Ollama (Llama 3 8B) 13
    - المنفذ: 11434
    - الميزة: NVIDIA GPU Access 12
  + **سهم إلى (الخدمة 4): ذاكرة RAG (الوثائق)**
    - الأداة: ChromaDB (Vector DB) 6
    - المنفذ: 8001
  + **سهم إلى (الخدمة 5): ذاكرة العلاقات (المعرفة)**
    - الأداة: Neo4j (Graph DB) 20
    - المنفذ: 7687
  + **سهم إلى (الخدمة 6 - مستقبلية): الذاكرة الدائمة (بيانات الطالب)**
    - الأداة: PostgreSQL (قاعدة بيانات علائقية)

# الشريحة 9: المكدس التقني المفصل (Technology Stack)

| **المجال** | **الأداة / التقنية** | **السبب (لماذا اخترنا هذه الأداة بالذات؟)** |
| --- | --- | --- |
| **التنسيق (Orchestration)** | **Docker / Docker Compose** | ضرورة حتمية لحل "جحيم التبعيات" (مثل CUDA, numpy) وضمان النشر الموثوق.15 |
| **الواجهة الخلفية (Backend)** | **FastAPI** | الأسرع في الأداء، يدعم (async) لفصل المنطق الثقيل عن الواجهة.6 |
| **الواجهة الأمامية (Frontend)** | **Streamlit** | الأسرع في بناء واجهات البيانات والدردشة التفاعلية.5 |
| **النموذج اللغوي (LLM)** | **Ollama (Llama 3 8B - GGUF)** | **الخصوصية:** يعمل محلياً 100% (بيانات الطلاب لا تغادر الخادم). **التكلفة:** مجاني (لا اشتراكات API). **الكفاءة:** GGUF هو التنسيق الأمثل للتشغيل المرن (CPU/GPU).25 |
| **تنسيق الذكاء الاصطناعي (AI Framework)** | **LangChain** | هو "الغراء" الصناعي لبناء سلاسل RAG و "الوكلاء" (Agents) القادرين على استخدام أدوات متعددة.30 |
| **ذاكرة RAG (الوثائق)** | **ChromaDB** | قاعدة بيانات متجهات مفتوحة المصدر، سريعة، ومتكاملة مع LangChain لفهرسة الوثائق (PDF/DOCX).6 |
| **ذاكرة العلاقات (المعرفة)** | **Neo4j** | RAG التقليدي يفشل في فهم "العلاقات". Neo4j ضروري لبناء "شجرة المهارات" والإجابة على أسئلة "المسار الوظيفي".20 |
| **التحليل والتنبؤ (Analysis)** | **Pandas / Scikit-learn** | المعيار الصناعي لتحليل الخطط 34 وبناء النماذج التنبؤية (مثل Random Forest).39 |
| **استخراج المعرفة (NLP)** | **spaCy / VADER** | spaCy لاستخراج المهارات (NER) 44 من توصيف المقررات. VADER لتحليل المشاعر (Sentiment Analysis).49 |

# الشريحة 10: الأسس النظرية والدراسات المرجعية (Theoretical Foundations)

هذا المشروع ليس مجرد تجميع أدوات، بل هو تطبيق لمنهجيات مثبتة:

1. **الاسترجاع الهرمي (Hierarchical RAG):**
   * لحل مشكلة RAG في الوثائق الأكاديمية، لا نستخدم التقطيع (Chunking) العادي.
   * نستخدم "التقطيع الهرمي" (Parent-Child Retriever).30
   * **كيف؟** نفهرس "قطع فرعية" (Child Chunks) صغيرة ودقيقة (للبحث)، ولكننا نسترجع "القطعة الأصل" (Parent Chunk) الكاملة (لإعطاء سياق كامل للـ LLM). هذا يوازن بين الدقة والسياق.
2. **الاسترجاع البياني (GraphRAG):**
   * للإجابة على أسئلة "العلاقات" (مثل: "ما هي المواد التي تفتحها مادة الخوارزميات؟").
   * نستخدم LangChain GraphCypherQAChain.20
   * **كيف؟** الـ LLM يترجم سؤال الطالب باللغة العربية إلى استعلام Cypher (لغة Neo4j)، يستعلم من قاعدة البيانات البيانية، ثم يترجم النتيجة إلى إجابة.
3. **التنبؤ الاستباقي (Proactive Prediction):**
   * بناءً على دراسة حالة جامعة ولاية جورجيا (GSU) 1، الهدف ليس إخبار الطالب "أنت ستفشل".
   * الهدف هو تطبيق نمط **"المرشد في الحلقة" (Advisor-in-the-Loop)**.1
   * **كيف؟** النموذج التنبؤي (Random Forest) 40 يحلل 800+ عامل خطر 1 ويرسل "تنبيهاً" (Alert) للمشرف البشري ("الطالب طارق سجل في مادة متقدمة وهو متعثر في متطلبها السابق").1

# الشريحة 11: العمل المنجز: بناء "صندوق أدوات الوكيل"

**الوضع الحالي: تم إنجاز البنية التحتية الكاملة (Backend Infrastructure) بنجاح.**

لقد قمنا ببناء وتشغيل واختبار "صندوق الأدوات" (Toolbox) الكامل الذي سيستخدمه "الوكيل الذكي" (Agent).

**(هنا تضع صورة واجهة FastAPI التي أرسلتها)**

| **الأداة (Endpoint)** | **الحالة** | **الوظيفة المنجزة (التي تم اختبارها)** |
| --- | --- | --- |
| **GET /** | **يعمل** | التحقق من أن "العقل المدبر" (FastAPI) قيد التشغيل. |
| **POST /ingest-pdfs** | **يعمل** | **أداة RAG:** تقرأ PDF و DOCX من مجلد /data وتفهرسها بنجاح في ChromaDB. |
| **POST /ingest-graph** | **يعمل** | **أداة Graph:** تقرأ بيانات التخصصات/المواد وتملأ Neo4j بنجاح.1 |
| **POST /analyze-plan** | **يعمل** | **أداة MVP:** تحسب المعدل، الساعات المتبقية، والمواد المتاحة للتسجيل.1 |
| **POST /simulate-gpa** | **يعمل** | **أداة MVP:** تحاكي المعدل المستقبلي بناءً على تقديرات متوقعة.1 |
| **POST /chat** | **يعمل** | **نقطة RAG الأساسية:** الواجهة (Streamlit) 1 تتصل بالعقل المدبر وتجيب من ChromaDB. |

# الشريحة 12: عرض حي / مقاطع منجزة (Live Demo / Clips)

**(هذه الشريحة لك لتضع فيها مقاطع الفيديو التي سجلتها)**

يجب أن تعرض للجنة مقطعين أو ثلاثة مقاطع فيديو قصيرة (Screen Recordings) تظهر "الأدوات" وهي تعمل:

* **المقطع 1: اختبار ingest-pdfs (دليل العمل 1)**
  + تصوير شاشة لصفحة FastAPI (localhost:8000/docs).
  + تنفيذ POST /ingest-pdfs.
  + إظهار رسالة النجاح: {"status": "success", "message": "Ingested and indexed 12 documents."}.
* **المقطع 2: اختبار analyze-plan (دليل العمل 2)**
  + تصوير شاشة لنفس الصفحة.
  + تنفيذ POST /analyze-plan مع إدخال JSON.
  + إظهار الرد JSON الصحيح الذي يحسب المعدل والمواد المتاحة.
* **المقطع 3: اختبار الواجهة (دليل العمل 3)**
  + تصوير شاشة لـ Streamlit (localhost:8501).
  + طرح سؤال من ملفات PDF (مثل: "ما هي اللائحة الداخلية؟").
  + إظهار الإجابة الصحيحة مع المصدر: (مصدر المعلومة: RAG (ChromaDB)).1

# الشريحة 13: التحدي الجوهري: خصوصية الطالب والتحقق من البيانات

بما أن النظام يتعامل مع بيانات حساسة (معدلات الطلاب وخططهم) 1، فإن "الثقة" و "التحقق" هي متطلبات أساسية، وليست خياراً.

**السؤال: كيف يثق الطالب "طارق" (كمستخدم) بالنظام للوصول إلى بياناته؟**

لقد قمنا بتصميم 3 حلول مقترحة لهذه المشكلة:

1. **الحل المعماري: "الصوامع المعرفية" (Cognitive Silos)**
   * نحن لا نخلط البيانات. بيانات الطالب الشخصية (معدلاته) **معزولة معمارياً** عن المعرفة العامة (لوائح PDF).
   * "الوكيل" (Agent) لا يصل مباشرة إلى قاعدة بيانات الطالب. بدلاً من ذلك، يستدعي "أداة" خاصة (مثل /get-my-plan) تتطلب مصادقة (Authentication) خاصة بالطالب.
2. **الحل الوظيفي: "RAG الوصفي" (Meta-Cognitive RAG)**
   * يتم تدريب الوكيل على الإجابة على "أسئلة حول البيانات" (Meta-Questions).
   * **مثال:** عندما يسأل الطالب "ما هي الخطة الدراسية التي تستخدمها لي؟"، يقوم الوكيل باستدعاء RAG ليس على المستندات، بل على **البيانات الوصفية (Metadata)** 1 المرتبطة بملف الطالب (ID: 4210380)، ليرد: "أنا أستخدم خطة 2022، إصدار هندسة الذكاء الاصطناعي".
3. **الحل عبر الواجهة: "الاستشهادات القابلة للتحقق" (Verifiable Citations)**
   * كما ظهر في اختبار الدردشة 1، كل إجابة يجب أن تحمل "مصدرها" بشكل واضح: (مصدر المعلومة: RAG (ChromaDB)) أو (مصدر المعلومة: أداة تحليل الخطة).
   * هذا يمنع "الصندوق الأسود" ويبني ثقة المستخدم، حيث يعرف الطالب ما إذا كانت الإجابة من لائحة رسمية أم استنتاج من النموذج اللغوي.

# الشريحة 14: الخطة الزمنية للإنجاز (Gantt Chart)

| **المرحلة** | **المهمة** | **الأسبوع 1-2** | **الأسبوع 3-4** | **الأسبوع 5-6** | **الأسبوع 7-8** | **الأسبوع 9** | **الأسبوع 10** |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **1. الأساس (Foundation)** | إعداد المعمارية (Docker, 5 Services) | 🟩🟩🟩 |  |  |  |  |  |
|  | بناء أداة RAG (PDF/DOCX) |  | 🟩🟩🟩 |  |  |  |  |
|  | بناء أدوات MVP (الخطة/المعدل) |  |  | 🟩🟩🟩 |  |  |  |
|  | بناء أداة Graph (Neo4j) |  |  |  | 🟩🟩🟩 |  |  |
| **2. الذكاء (Intelligence)** | **بناء "الوكيل الموجه" (Agent Router)** |  |  |  | 🟧🟧🟧 |  |  |
|  | بناء أداة (GraphRAG) |  |  |  |  | 🟧🟧🟧 |  |
|  | بناء النموذج التنبؤي (Sentinel) |  |  |  |  | 🟧🟧🟧 |  |
| **3. النشر (Deployment)** | تصميم الواجهة الكاملة (Streamlit UI) |  |  |  |  |  | 🟨🟨🟨 |
|  | الاختبار الشامل والتوثيق |  |  |  |  |  | 🟨🟨🟨 |

**الحالة الحالية (مفتاح الألوان):** 🟩 (مُنجز وتم اختباره) | 🟧 (قيد التنفيذ) | 🟨 (مستقبلي)

# الشريحة 15: الآفاق المستقبلية (Future Work)

البنية التحتية جاهزة. العمل المستقبلي يركز على "الذكاء" و "الربط":

1. **بناء "الوكيل الموجه" (Agentic Router):**
   * **الخطوة الفورية:** ترقية نقطة النهاية /chat لاستخدام "وكيل" (Agent) من LangChain.2
   * **الهدف:** جعل الوكيل يقرر بذكاء: هل السؤال يتطلب أداة RAG أم أداة Graph أم أداة analyze-plan. هذا هو الحل لمشكلة "خلط الزيت بالماء" التي رأيناها.1
2. **تفعيل "أداة GraphRAG" الكاملة:**
   * لقد قمنا بفهرسة الرسم البياني (/ingest-graph). الخطوة التالية هي بناء الأداة التي تستعلم منه.
   * سنستخدم GraphCypherQAChain 20 لتمكين أسئلة مثل: "ما هي المهارات التي سأتعلمها في مسار الذكاء الاصطناعي؟".
3. **بناء "نظام الإنذار الاستباقي" (Proactive Sentinel):**
   * استخدام Scikit-learn 39 لتدريب نموذج RandomForestClassifier على بيانات الطلاب التاريخية (المجهولة الهوية).40
   * ربط "تحليل المشاعر" (VADER) 49 كـ "ميزة" (Feature) إضافية للنموذج لزيادة دقته.54
4. **تصميم "لوحة التحكم" (Dashboard) في Streamlit:**
   * الانتقال من واجهة الدردشة فقط إلى لوحة تحكم كاملة تعرض "شجرة المهارات" (Skill Tree) و "محاكي المعدل" (GPA Simulator) بشكل بصري.1

# الشريحة 16: الخاتمة (Conclusion)

"مرشدي الأكاديمي الذكي" هو أكثر من مجرد تطبيق؛ إنه **بنية تحتية معرفية**.

* **المساهمة الأساسية:**
  + تصميم وتنفيذ معمارية Agentic RAG معقدة، قابلة للتطوير، وموزعة على 5 خدمات Docker مستقلة.1
* **الإنجاز الحالي:**
  + تم بنجاح بناء واختبار "صندوق الأدوات" الكامل للوكيل، بما في ذلك فهرسة RAG (للوثائق) وفهرسة Graph (للعلاقات).
* **القيمة النهائية:**
  + تحويل الإرشاد الأكاديمي من عملية "تفاعلية" (Reactive) تعتمد على الذاكرة البشرية، إلى عملية "استباقية" (Proactive) و "تنبؤية" (Predictive) تعتمد على البيانات، مما يضمن الدقة للطالب ويوفر رؤى عميقة للمشرف الأكاديمي.
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